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Abstract 

 

Developing countries face specific risks when implementing artificial intelligence. The most 

effective and viable approach to address those risks remains unclear. Although there is an 

increasing regulatory pressure from different stakeholders at a global level, traditional 

regulatory intervention and self-regulation are not as effective and viable due to the nature of 

artificial intelligence and to the priorities, constraints and circumstances of developing countries. 

Therefore, developing countries have to overcome regulatory pressure and address regulatory 

initiatives from an innovative perspective, considering their own needs, strengths, and 

weaknesses. 

This paper focuses on the case of Colombia, a developing country that has adopted a smart 

regulation approach as a way to overcome this impasse, protecting Colombians without 

generating regulations that hinder economic development. The country has implemented the 

smart regulation approach through regulatory sandboxes and innovation hubs, which promote 

innovation and economic dynamism while overcoming information asymmetries and protecting 

users’ privacy. This article also analyses Colombia’s potential to deepen its smart regulation 

approach by implementing policy prototyping and developing a standard for artificial 

intelligence that could be replicated at a regional level. Colombia has opened a path for other 

developing countries to address the risks of artificial intelligence while adapting to their own 

priorities and constraints. 

 
Policy Recommendations 

 

• Developing countries need to address the specific risks that artificial intelligence poses for 

them, there are issues regarding disinformation and inequality. 

• Adopting traditional regulatory models and self-regulation on artificial intelligence does not 

seem to be an adequate response, considering the current state of innovation, and the 

priorities and circumstances of developing countries. 

• Smart regulation and regulatory sandboxes are an alternative for developing countries to 

address the risks related to implementing artificial intelligence. 

• Colombia should deepen its smart regulation approach through policy prototyping and by 

developing artificial intelligence standards. 
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Introduction 

Artificial intelligence refers to ‘a field of 
computer science dedicated to solving 
cognitive problems commonly associated 
with human intelligence or intelligent 
beings, understood as those that can 
adapt to changing situations. Its basis is 
the development of computer systems, 
data availability and algorithms’ 
(Colombia. National Policy for Digital 
Transformation and Artificial Intelligence, 
2019a, p.16). 

Artificial intelligence represents 
considerable opportunities for developing 
countries in terms of economic 
development and access to social 
services. In education, artificial 
intelligence applications include AI 
powered apps through which students 
can access customized responses and 
voice assistants that allow them to have 
conversations with the educational 
material without the involvement of a 
teacher. This in turn, allows teachers to 
focus on emotional intelligence (Analytic 
Steps, 2020). In healthcare, AI has the 
potential to substitute doctors, performing 
diagnoses through machine-learning and 
providing treatment plans to patients, 
which are essential in emerging 
economies that are traditionally short of 
doctors (Builtin, 2019). Artificial 
intelligence is also an asset in developing 
countries to access credit and to conduct 
payment transactions in areas with low 
connectivity. 

However, the success of AI at helping the 
world achieve the United Nations’ 
Sustainable Development Goals (SDGs) 
depends on how regulators and 
policymakers face questions of 
governance. There is a challenge to 
synchronize the speed of progress in 
technology and the regulations that 
promote innovation while addressing risks 
(ITU News, 2018). Additionally, 
developing countries should continue to  

 

make an effort to maintain a competitive 
environment and their regulatory models 
should answer such needs. 

Developing countries face specific risks 
when implementing artificial intelligence 
such as users’ vulnerabilities to 
disinformation, increases in inequalities, 
and human rights violations (Pisa & 
Polcari, 2019a). Therefore, developing 
countries need to address these risks. 
While insufficient regulation creates 
uncertainty, it can result in areas with no 
legal protection, and increases in 
inequalities and discrimination, the best 
approach to address these risks and 
regulate AI remains unclear (Madzou, 
Costignan & McDonald, 2020b). Also, 
little attention has been paid to how low- 
and middle-income countries should 
regulate technologies within their 
countries and internationally (Pathways 
for Prosperity Commission, 2019a). 

Traditional and self-regulation appear 
limited for developing countries, which is 
why smart regulation raises as an 
alternative. Traditional regulation 
corresponds to a ‘bipartite process’ in 
which the government (regulator) 
exercises social control over business 
(the regulated entity) taking an ex-ante or 
ex-post approach. Self-regulation is ‘the 
controlling of a process or activity by the 
organization or organizations that are 
involved in it rather than by an outside 
organization such as the government’ 
(Collins). By contrast, the term smart 
regulation refers to ‘flexible, imaginative 
and innovative forms of social control,’ 
which take a multistakeholder approach 
including governments, businesses and 
third parties (Gunningham & Sinclair, 
2017a, p133; 2017c, p.134). 

Colombia addresses the risks of users’ 
vulnerabilities to disinformation and 
increases in inequalities, as most 
developing countries. To overcome the 
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impasse between the need to address the 
risks of artificial intelligence and the limits 
of traditional and self-regulation, 
Colombia has adopted a smart regulation 
approach. The country has implemented 
this approach through regulatory 
sandboxes and innovation hubs.  

This paper first presents the impasse that 
developing countries face addressing 
artificial intelligence risks, especially from 
fake news generated by AI and from AI-
driven social credit systems. The second 
part of the paper analyzes the case of 
Colombia and the smart regulation model 
it has adopted to overcome this impasse, 
which it implements though regulatory 
sandboxes and innovation hubs. This part 
also presents opportunities for the 
country to deepen its smart regulation 
approach and play a guiding role in the 
region. Finally, the paper concludes by 
laying out the new approach that other 
developing countries can adopt, actively 
addressing the risks of implementing 
artificial intelligence without engaging in a 
constraining regulation. 

Developing countries need to address 
the risks of artificial intelligence  

Artificial intelligence poses specific risks 
for developing countries and therefore it 
is fundamental for them to take action 
and address them. Those risks include 
user disinformation related to fake news, 
difficulties accessing artificial intelligence 
that exacerbate inequalities and potential 
exclusions from the geopolitical arena, as 
well as the human rights and institutional 
risks of China's AI-driven social credit 
system. 

The first risk concerns user 
disinformation. Artificial intelligence can 
be a factor of disinformation as it hinders 
the identification of robotic activity as well 
as distinguishing between human 
accounts and accounts controlled by 
software bots. AI is also now able to write 
fake news, which is problematic due to its 

impacts on disinformation in different 
domains (Wakefield, 2019). Digital 
channels are gaining relevance in 
developing countries, as in Latin America, 
and there is a negative relationship 
between the level of exposure to fake 
news and trust in the government (OECD 
Library, 2019). In addition, deep fakes 
and artificial videos are a potential factor 
that could widen ethnic and religious 
divisions and negatively impact nascent 
democratic institutions in African 
countries (United Nations University, 
2019). The use of fake news also shapes 
information and influences public opinion 
and, therefore, can have a negative 
impact, such as over public health in the 
case of COVID-19 (OECD Library, 2020).  

The disinformation risk is higher in 
developing countries due to four main 
factors: inexperienced Internet users, 
trust in online content, insufficient 
education and digital literacy, and weak 
surveillance capacities. While 
disinformation has been influential in 
Latin America for several years, the 
digital revolution is deepening its impact 
(World Economic Forum, 2017). 
Currently, the massive spread of 
technology presents relevant 
opportunities for access to information for 
new users, but it also brings new risks 
related to the impact of disinformation. In 
developing countries users use a limited 
number of applications which turns them 
more vulnerable to disinformation 
compared to users from high-income 
countries, as their capacity to corroborate 
information with other sources is lower 
(Pisa & Polcari, 2019b). For example, a 
study by the Groupe Spéciale Mobile 
Association found that most women in 
Kenya, India, and Indonesia were 
proficient in using some specific apps, but 
were unfamiliar with other online services 
(GSMA, 2015). Among vulnerable 
populations, old adults are especially at 
risk due to cognitive factors, social 
changes in late adulthood, and 
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inexperience in the use of technology 
(Brashier & Schacter, 2020). 

The second factor that increases 
disinformation risks is the population’s 
trust in online content. A study by the 
Harvard Business Review found that 
Internet users in developing countries 
trust online content more than in high-
income countries (Chakravorti, Bhalla, 
Chaturvedi, 2018). In Latin America, for 
instance, the percentages of individuals 
that trusted social media in 2019 were: 
39% in Mexico, 32% in Chile, 32% in 
Argentina, 31% in Brazil, while the world 
average was just 23% (OECD Library, 
2020).  

The third factor is a lack of education 
regarding the use of digital services in 
developing countries. The education level 
is lower in developing countries 
compared to high-income countries and, 
according to a study conducted by KU 
journalism and mass communications 
researchers, an individual’s education 
level influences his or her vulnerability to 
false information (KU, 2020). 
Furthermore, developing countries have 
made efforts to improve access to 
technological infrastructure. However, 
professors lack skills and digital training 
to teach students how to use their 
devices and the Internet, but also how to 
adopt a critical approach to online 
information (World Economic Forum, 
2019).  

Finally, developing countries’ weak 
surveillance capacity to ensure 
cybersecurity decreases the users’ 
vulnerability to manipulation in the use 
and consumption of AI. Niels Nagelhus 
Schia, head of the Norwegian Institute of 
International Affairs, has highlighted that 
security measures are limited in 
developing countries compared to the 
rest of the world, turning them into 
attractive targets for cyberattacks (Gjeset, 
2018). Therefore, inexperience in the use 
of technology, trust in technology, 

insufficient digital education, and weak 
surveillance capacity are the main factors 
that explain vulnerabilities to 
disinformation. 

The second risk is how difficulties to 
access AI reinforce social inequalities that 
already exist in developing countries. 
According to the International 
Telecommunication Union (ITU), 46,7% 
of households in developing countries 
have access to the Internet at home in 
contrast to 87% of households in high–
income countries (ITU, 2019). Access to 
artificial intelligence is especially 
challenging as the hardware to train an AI 
model is expensive and the necessary 
resources to contribute to the machine-
learning community are overwhelmingly 
available to the wealthy, white, males at 
the expense of the rest of society (Gupta, 
Lanteigne, Kingsley, 2020a). Therefore, 
the arrival of AI may reinforce already 
existing social inequalities. 

This risk can also take place at an 
international level, as there is the 
potential of exclusion for developing 
countries from access to artificial 
intelligence. The Berkman Klein Center 
organized with their international partners 
a series of Global AI Dialogue Series 
workshops in which the participants of the 
first workshop highlighted a potential 
monopolization of AI technologies. Vast 
amounts of data are required to 
completely take advantage of AI and 
developing countries fall behind in data 
collection (ITU, 2017). While China has a 
considerable data collection capacity due 
to strong partnerships with large 
technology conglomerates, in Africa there 
is a lack of large–scale data collection 
initiatives from governments and 
companies, who are also reluctant to 
share it (K Governance & Media Lab, 
Berkman Klein Center, 2017a; Atlantic 
Council, 2020). This ‘AI divide’ makes 
developing countries less competitive and 
deepens existing power imbalances. 
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Furthermore, the arrival of AI to 
developing countries through China's AI 
driven social credit system presents 
human rights and institutional risks. 
‘Social credit’ is a system that monitors all 
individuals’ behaviors, from consumption 
to conduct on social networks including 
real world infractions, and determines, 
based on those factors and through an 
algorithm, the individuals’ credit score 
(The Atlantic, 2018). This credit score 
establishes to a great extent access to 
credit and also educational opportunities 
and the modes of travel an individual can 
use, among other issues.  

Credit scores could be attractive for 
developing countries for three reasons. 
First, most developing countries lack 
credit scoring systems in their financial 
services as well as powerful reporting 
agencies like Equifax, Experian and 
TransUnion (Sultana, Muntaha, 
Anisuzzaman & Sarker, 2016). Second, 
several developing countries are 
benefiting from the Belt and Road 
Initiative, and exporting Chinese 
technologies is part of this initiative. Third, 
Chinese systems are free or half-priced 
(The Diplomat, 2020). Several developing 
countries, such as Angola, Bolivia and 
Venezuela, have already acquired 
surveillance systems from China and 
Uruguay and Zimbabwe signed a deal to 
include facial recognition (Miller, 2019). 
Adopting China’s social credit system 
poses a risk in terms of human rights as 
the rights to privacy and freedom of 
speech can be affected, but also in terms 
of civil liberties and for democratic 
institutions (Fairfield, 2019).  

Consequently, as AI poses specific risks 
for developing countries, they need to 
take action through public policies that 
address them. Several developing 
countries have taken action through 
digital regulation (Pathways Commission, 
2019b). However, they have encountered 
specific challenges and constraints in this 
process.  

The limitations of traditional and self-
regulation  

As stated, traditional regulation and self-
regulation have limits when addressing 
the risks of artificial intelligence. 
Traditional regulation falls short when it 
comes to artificial intelligence due to four 
main characteristics of the technology.  

The first characteristic is autonomy: the 
promise of AI is to achieve its goals 
through autonomous actions. This 
characteristic makes establishing the 
causation of liabilities challenging, as in 
the case of AI systems writing fake news, 
and therefore stops ex–post regulation 
from being a viable alternative (Leenders, 
2019b). The second characteristic is 
opaqueness: individuals and institutions 
outside the process of developing the 
technology have a limited understanding 
of the way it functions. For instance, it is 
unclear whether the data in recommender 
systems suggesting products comes from 
users (Rubin, Burkell, Cornwell, Asubiaro, 
Chen, Potts & Brogly, 2020). 
Opaqueness represents a challenge for 
ex–ante regulation since the object of 
regulation remains unclear. The third 
characteristic is diffuseness: the teams 
developing AI are often dispersed in 
different countries. It appears challenging 
for ex–ante regulations to exercise social 
control over the design and development 
of technologies created in foreign 
countries (Scherer, 2016). These 
limitations of knowledge are more present 
in developing countries as high-income 
countries are the ones developing most 
artificial intelligence programs (Colombia. 
National Policy for Digital Transformation 
and Artificial Intelligence. 2019b). The 
fourth characteristic is permanent 
evolution. Although there has always 
been a disconnection between 
technological pace and regulation, the 
evolution pace of AI exceeds any other 
sector (Malyshev & Kauffmann, 2019). An 
example is the emergence of ‘liquid’ 
machine-learning, a new type of neural 

https://www.equifax.com/personal/
http://www.experian.com/
https://www.transunion.com/
https://www.researchgate.net/profile/D-M-Anisuzzaman
https://www.researchgate.net/profile/Farhana-Sarker
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network cloud (Ackerman, 2021). Artificial 
intelligence is in permanent evolution and 
the path this evolution will follow in the 
long term remains unclear (Gent, 2020). 
Regulating artificial intelligence today 
without having enough clarity on how it 
will evolve appears risky. Due to these 
four technical characteristics, traditional 
regulation is insufficient to address the 
challenges and risks that artificial 
intelligence poses.  

Developing countries face specific 
difficulties when seeking to regulate 
artificial intelligence through traditional 
regulation. These difficulties mainly 
appear when thinking about adopting or 
designing regulations that mitigate risks 
without hindering economic development. 
According to the results of the survey with 
government global experts in technology 
policy, policymakers in developing 
countries tend to focus on how digital 
transformation promotes their economic 
development (Phillips, Kira, Tartakowsky 
& Natih, 2020). Adopting regulation from 
high-income countries, as the GDPR, 
would impose costs on small firms 
working in artificial intelligence and it 
would have a negative impact on the 
competitiveness of local firms. However, 
adopting their own regulatory approach 
could lower developing countries’ 
attractiveness for large technology 
companies.  

Google and Facebook, for example, have 
focused on targeting users in developing 
countries and on tailoring their products 
to users’ needs by developing 
applications for mobile phones that work 
in areas with low connectivity. Of the 10 
countries with the highest number of 
Facebook users, 8 are in the developing 
world, and 100% of cities with the largest 
number of Facebook users are also in 
developing countries (Chakravorti, 2018). 
70% of Facebook’s monthly active users 
live in Africa and Asia, and India 
surpassed the United States as the 
country with more users (Pisa, 2019). It is 

challenging for governments in 
developing countries to regulate these 
global giants because of the impact these 
companies have in dynamizing countries’ 
economies (Pisa, Polcari, 2019c). 
Additionally, as global tech companies 
receive partial revenue from operating in 
developing countries, they could perceive 
as a more coherent move to exit these 
countries instead of complying with 
regulations, which would not happen in 
the United States and the European 
Union due to their market size (Pathways 
for Prosperity Commission, 2018). 

Self-regulation emerges as an alternative 
that several tech companies have 
adopted. For instance, Google is seeking 
to withdraw cookies from its ecosystem 
since they violate users’ privacy (Rus, 
2021). Microsoft, IBM and Amazon 
refused to sell their facial recognition 
technology to the police to prevent it from 
being used for racial profiling (Greene, 
2020). Self-regulation has three main 
advantages. First, companies are 
developing technology as well as defining 
regulations, and therefore regulations 
follow more closely the high-speed 
rhythm of technology development. 
Second, companies have the technical 
expertise in AI that is taken into account 
in self-regulation at hand, while traditional 
regulation relies on the limited access to 
talent that institutions have (Clark & 
Hadfield, 2019). Third, self-regulation 
does not regulate technology but its 
implementations, which are the ones 
causing harm (Condliffe, 2020).  

However, self-regulation has also 
significant limitations, especially for 
developing countries. First, self-regulation 
has encountered limits protecting 
consumers as it is being highlighted by 
anti-trust investigations and content 
monitoring. As a result, large technology 
companies are urging governments to 
regulate the use of AI (Mediamana, 
2021). Second, self – regulation 
generates information asymmetries 
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between large technology companies 
who would have access to first-hand 
information, and governments who would 
have limited capacity to understand new 
technologies and their implications 
(Condliffe, 2020). Third, protecting 
consumers from potential negative effects 
of AI is a societal issue and therefore 
governments are better placed to address 
it (Herrera, 2020). Technology companies 
that regulate AI applications in developing 
countries can reduce the governments’ 
margins of maneuver, especially since 
they are responsible for protecting their 
citizens’ interests. Fourth, incentives for 
companies to regulate AI applications are 
limited as they can be perceived as a 
hinderance to short-term product 
success, which can be measured by 
tangible revenue (Chowdhury, Rakova, 
Cramer & Yang, 2020). The priorities 
from companies regulating AI differ from 
those of individuals affected by the 
technology (Barik, 2021). This gap is 
even wider in developing countries, given 
that most technology companies are from 
high-income countries and they self-
regulate based on their impact on the 
population of their country of origin 
without taking into account the impact on 
developing countries. Therefore, self-
regulation has limitations for developing 
countries and is not a viable alternative. 

Consequently, as developing countries 
encounter specific risks in the 
implementation of AI, they need to take 
action to prevent, control and mitigate 
these risks. They also need to establish 
the specific objectives that regulation 
aims to address (Quest & Charrie, 
2019a). However, neither traditional 
regulation nor self-regulation are options 
for developing countries. Traditional 
regulation is not viable for developing 
countries because of the nature of these 
technologies and because of the 
challenges and constraints of developing 
countries. Self-regulation is also limited 
because of the economic interests of 
companies regulating AI and the gap 

between the regulators and the 
population that the technology is 
impacting, which is wider in developing 
countries. Colombia adopts a smart 
regulation approach as an alternative to 
overcome this impasse as well as 
implementing regulatory sandboxes for 
artificial intelligence.  

The Colombian case: an innovative 
approach to address artificial 
intelligence through smart regulation 

The Colombian economy has been 
historically reliant on exporting 
commodities as the main source of 
income. However, there has been a 
slowdown of commodity prices, which has 
been reinforced by COVID-19 (Dann, 
2020). Hence, digital transformation and 
artificial intelligence have risen as a 
vector of development for Colombia, as 
an opportunity to revolutionize the 
economy, and as an alternative to 
preserve competitiveness and to 
generate new business models. The 
boost of artificial intelligence has the 
potential to increase Colombia’s GDP by 
6.8% in the next 10 years (Zaballos, 
2021). 

Colombia seeks to promote economic 
dynamism through digital transformation, 
nevertheless artificial intelligence poses 
vulnerabilities to disinformation and 
increases in inequalities. The main factor 
that explains the risk of disinformation is 
the inexperience of users with 
technology. Until very recently Colombia 
experienced a generalized low 
information environment, in fact according 
to a study by Foundation for Freedom of 
Press (FLIP) in 2015, 92 municipalities in 
8 departments, which were affected by 
the armed conflict experienced difficulties 
in accessing local information (Semana 
Rural, 2018). The number of active users 
in social networks has increased 
considerably, by 11% from 2019 to 2020, 
which may reinforce users’ disinformation 
(Digital 2020 Global Overview Report, 
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2020). In this context artificial intelligence 
can be used to manipulate users through 
fake news, which have been spread in 
Colombia in the context of COVID – 19 
(Naciones Unidas Colombia, 2020).  

Regarding the increase in inequalities, 
the main explanatory factors are the 
unequal access to Internet and the 
insufficient access to AI. In 2019, 23,8 
million out of 45,5 million Colombians did 
not have an internet connection (MinTIC, 
2019). Also, Colombia has gaps in 
programming professionals, which 
highlights challenges for accessing AI. 
According to a study by the Colombian 
Federation of the Software and 
Information Technologies Industry 
(Fedesoft), Colombia has a deficit of 70 
000 professionals in the field of 
technologies and programing (Catedra e-
learning, 2019). This gap may also 
reinforce international inequalities 
between Colombia and high-income 
countries in access to AI. 

Colombia has a mature banking sector 
that has been evolving along the path of 
digitalization and a solid credit rating 
system. For instance, Lulo Bank is 100% 
digital and Colombia has a fintech 
sandbox that allows startups to conduct 
digital experimentation under the 
regulator’s supervision (Colombia 
Fintech, 2020). Colombia also has a 
mature credit reporting system. The 
private credit reporting industry has 
existed for more than 20 years and banks 
rely on credit reports to take lending 
decisions (World Bank, 2006). 
Furthermore, Experian, one of the three 
main scoring agencies, is present in 
Colombia and it uses a wide variety of 
credit-based scoring models to compile 
credit reports for lenders. Colombia is 
also using AI to implement a credit 
scoring system that adapts to the 
population’s needs. For instance, MO 
Tecnologías uses artificial intelligence 
and machine-learning to determine 
individuals’ and small- and medium-sized 

companies’ credit scores (Colombia 
Fintech, 2020). Colombia, therefore, has 
no need to adopt the Chinese AI driven 
social credit system, and its attendant 
risks. 

A developing country adopting a smart 
regulation approach 

Colombia adopted a smart regulation 
model that seeks to ensure the balance 
between promoting economic dynamism 
and addressing risks, while promoting 
collaboration between the government 
and private companies, and learning from 
other countries’ experiences.  

According to the Colombian Smart 
Regulation Forum, ‘the concept of “Smart 
Regulation” proposes to rationalize the 
elaboration of laws and defends the fact 
that it is not a question of regulating 
more, but of doing it in a more intelligent 
way, always considering the importance 
of maintaining an attractive and flexible 
economic environment for the activity of 
the private sector’ (Foro Regulación 
Inteligente, 2020). The Colombian 
‘National Policy for Digital Transformation 
and Artificial Intelligence’ (CNPAI) seeks 
to ensure the balance between protecting 
citizens and promoting a dynamic 
economic market. The third principle of 
the strategy states that ‘any regulation 
impacting the development of AI in 
Colombia must be accompanied by 
evidence supporting the need for State 
intervention, to avoid becoming an 
unjustified constraint on the development 
of a competitive AI market’ (CNPAI, 
2019c, p.17). Also, the ‘Ethical 
Framework for Artificial Intelligence in 
Colombia’ adopts transparency, 
explanation, and privacy as principles, 
which are essential to address the risks 
related to disinformation and user 
disinformation and manipulation 
(Colombia. EFAIC, 2020). 

There is a parallel between the approach 
of Colombia and the approach of the 
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United States to regulate artificial 
intelligence. The American ‘Guidance for 
Regulation of Artificial Intelligence 
Applications’ establishes the need to 
conduct a regulatory impact analysis, 
estimating the benefits and costs 
associated with each alternative 
regulatory approach (Colombia. EFAIC, 
2020). The approach of the United States 
goes beyond the impact analysis and 
includes evaluating whether the 
regulatory approaches are appropriate 
and consistent with Executive Order 
13859 Promoting the Use of Trustworthy 
Artificial Intelligence in the Federal 
Government in terms of its impacts on 
equity, human dignity, fairness, potential 
distributive impacts, privacy, and civil 
liberties, personal freedom, and other 
American values.  

The Colombian perspective shows how 
regulation can adapt to the needs and 
priorities of developing countries whose 
priorities are mainly pursuing economic 
development. Although the parallel with 
the United States is not the result of a 
policy choice, it highlights the opportunity 
for Colombia to deepen its regulation 
towards the path of ensuring the respect 
of certain principles and values. 

Another characteristic of smart regulation 
that Colombia also adopted is the 
participation of the government and the 
private sector in artificial intelligence 
governance and regulation. The concept 
of Smart regulation includes 
governmental regulation as well as self-
regulation in which the private sector has 
a relevant role to play (Aspen Institute, 
2019). The fourth principle of the 
Colombian ‘National Policy for Digital 
Transformation and Artificial Intelligence’ 
states that it is essential to consider a 
governance approach to AI based on 
risks, which government entities and the 
private sector should promote (Colombia. 
National Policy for Digital Transformation 
and Artificial Intelligence, 2019e). Smart 
regulation seeks to overcome challenges 

from traditional as well as from self – 
regulation as information asymmetries 
between private companies and the 
government, collaboration between these 
two actors allows the government to 
access information from technologies’ 
impact before their implementation.  

Finally, Colombia adopted a smart 
regulation model in which learning from 
other countries’ experiences is a vector 
for its digital transformation. The country 
is taking the same approach as the 
European Commission in considering the 
lessons learned from previous risk 
governance debates (Budish, 2020). 
Colombia has not prioritized risks yet 
since it is still analyzing the lessons from 
other countries and evaluating their 
potential impacts. Also, the principles of 
the ‘Ethical Framework for Artificial 
Intelligence in Colombia’ take into 
account the research done by the 
Berkman Klein Center, mapping the AI 
principles that governments, international 
organizations, NGOs and private actors 
have proposed as privacy, responsibility, 
transparency and explanation (Colombia. 
Ethical Framework for Artificial 
Intelligence in Colombia, 2020). 

In this same optic, the ‘Conceptual model 
for the design of regulatory sandboxes & 
beaches in AI’ takes into account existing 
models of regulatory sandboxes  defined 
as: ‘a “safe space” in which companies 
can test innovative products, services, 
business models, and delivery 
mechanisms, without immediately 
incurring all of the normal regulatory 
consequences of engaging in the relevant 
activity’, from the United Kingdom, 
Singapore and Australia, in their 
objectives, eligibility criteria, time and 
costs, and tools (Colombia. 
CMDRSBAI.2020a).  

The approach of learning from other 
countries goes beyond observing 
international experiences, asking for 
advice and participating in international 



Global Policy, May 2021 

 

9 
 

forums are crucial dimensions of the 
strategy. Advisors from several countries 
as well as from international 
organizations participated in the round 
tables and provided insight into the 
‘Ethical Framework for Artificial 
Intelligence in Colombia’. Colombia’s 
membership at the OECD has also been 
an asset to reinforce its policy initiatives 
and also as a basis for cooperation 
(Colombia - Presidential Advisory for 
Economic Affairs and Digital 
Transformation, 2020b). It is usual that 
developing countries face significant 
representation challenges in international 
institutions (Pathways for Prosperity 
Commission, 2019c). However, the 
approach of learning and engaging with 
more experienced countries has been an 
asset for Colombia to raise developing 
countries’ concerns in multilateral forums 
and benefit from international support. 

Furthermore, Colombia is developing a 
Task Force for the Development and 
Implementation of AI in charge of 
fostering the implementation of the 
Colombian AI strategy and of facilitating 
AI implementation in the public sector. 
This Task Force also adopts a smart 
regulation ensuring a proportional 
regulation, establishing an Innovation 
Hub guiding firms through the regulatory 
labyrinth, testing regulation regimes, and 
promoting regulatory sandboxes 
(Colombia. TFDIAIC. 2020c). The Task 
Force is also key for observing the 
behavior of the Colombian technology 
market as one of its objectives is to 
‘propose technical guidelines and 
evidence for the development of 
regulatory proposals in the field and 
analysis of the current regulation that 
impacts the design and development of 
AI’ (Colombia. TFDIAIC. 2020d).
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Implementing the smart regulation 
approach through regulatory 
sandboxes and beaches (innovation 
hubs) 

Regulatory sandboxes and beaches are 
an example of how Colombia is 
implementing the smart regulation 
approach for AI. Regulatory sandboxes 
and beaches are a vector for promoting 
innovation and economic dynamism while 
overcoming information asymmetries and 
protecting users.  

Regulatory sandboxes promote economic 
dynamism while ensuring a stable 
regulatory environment, as is the case of 
the Regulatory FinTech Sandbox. The 
Financial Superintendency launched in 
September 2020, through Decree 1234, 
the Regulatory FinTech Sandbox, which 
allows companies to enter the Colombian 
Fintech space for two years and test 
innovative products and services without 
the application of rigid regulations (Ossa, 
Vitoria & Montoya, 2020). Furthermore, 
the FinTech Sandbox is an asset to 
promote investments in Colombia. 
Colombia, along with Brazil and Mexico, 
has the most potential for FinTech 
implementations and the sandbox 
reinforces legal stability (Marenco, 2020). 

Regulatory sandboxes reduce information 
asymmetries and allow evaluating the 
impacts of technologies in the Colombian 
context. In the framework of the 
Regulatory FinTech Sandbox, the first 
test project concerns digital transactions, 
which will allow financial institutions to 
test cash-in (deposit of funds) and cash-
out (withdrawal of funds) transactions 
through exchange platforms 
(cryptocurrencies) ensuring the 
traceability of these exchanges through a 
financial institution. This project is an 
asset to reduce information asymmetries 
given that it is an opportunity for the 
Colombian government and the Fintech 
ecosystem to analyze the operation and 
benefits of exchange platforms for 

Colombia and therefore deepen its 
knowledge and understanding of these 
technologies (Colombia Fintech, 2020).  

Also, the project for crypto assets allows 
to analyze exchange platforms in the light 
of the Colombian context and taking into 
account the country’s priorities and 
constraints. Therefore, by allowing further 
comprehension of artificial intelligence 
and its impact, regulatory sandboxes 
prepare countries to regulate these 
technologies once there are enough 
elements. 

Regulatory sandboxes also allow to 
develop innovative products while 
ensuring their respect for users’ privacy. It 
is the case of the privacy and default 
sandbox that establishes a framework in 
which private companies can launch 
innovative products in artificial 
intelligence accompanied by the public 
sector to ensure from the beginning that 
AI projects are compatible with the 
protection of personal data (SIC, 2020). 
This sandbox is an asset to address the 
risk of user manipulation. 

Colombia is also seeking to implement 
regulatory beaches or innovation hubs to 
bring experimentation one step further. 
Regulatory beaches are similar to 
regulatory sandboxes, but they have a 
wider scope. They allow a larger number 
of companies and sectors to participate in 
regulatory experimentation during 
extended amounts of time (more than one 
year), intending to resolve industry 
problems and to obtain feedback beyond 
specific innovations (Colombia. 
Presidential Advisory for Economic Affairs 
and Digital Transformation. 2020b). 
Although regulatory beaches have not yet 
been implemented in Colombia, their 
potential in terms of economic 
development and digital transformation 
go beyond those of regulatory 
sandboxes.  
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Opportunities to deepen smart 
regulation  

Colombia has made considerable 
progress in establishing smart regulation 
principles and tools to handle the risks of 
implementing AI. However, it also has the 
potential to widen the scope of smart 
regulation through policy prototyping, 
sectoral regulation, and by taking smart 
regulation one step further through 
developing a standard for artificial 
intelligence.  

Policy prototyping represents an 
opportunity to implement regulatory 
experimentation. It takes place in a 
controlled environment in which 
companies select an AI application and 
simulate the application of a prototype 
law for the selected technology (Gomes 
de Andrade & Kontschieder, 2021a). 
Therefore, it allows for it ‘to fail early’, to 
learn from future policy options as well as 
to save resources before implementing 
the policy (Villa, Auricchio & Mortati, 
2020). For instance, one of the lessons of 
the Open Loop policy prototyping 
program on Automated Decision Impact 
Assessment (ADIA) in Europe is the need 
to evaluate the risks of implementing the 
system beyond the functioning risks. 
Evaluating these risks is more 
challenging than the functioning risks 
and, therefore, it requires the 
collaboration of policymakers, academia, 
civil society, and the industry (Gomes de 
Andrade & Kontschieder, 2021a). These 
policy prototyping initiatives should also 
include the perspective from the civil 
society, as companies simulate 
implementing AI systems in the 
framework of a prototype law, civil society 
should have an opportunity to provide 
feedback about its perception of the 
negative impacts of the policy. Policy 
prototyping is a scenario to identify the 
sectors in which tech firms are better 
positioned and informed than the State to 
regulate. In this controlled environment it 
is possible for companies to provide 

insight in order for policies to become as 
suited as possible to the market and the 
challenges of the technology.  

The ‘Task Force for the Development and 
Implementation of Artificial Intelligence in 
Colombia’ is an asset to deepen smart 
regulation. The Task Force can play an 
essential role in policy prototyping as one 
of its objectives is ‘to propose public 
policies, strategies, and actions that allow 
the design, implementation, and 
deployment of AI’ (Colombia. TFDIAIC. 
2020e).  

To deepen smart regulation, sectorial 
regulations also emerge as an alternative. 
Although ‘technology neutrality’ has 
assets as it provides equal treatment to 
old and new technologies and helps to 
overcome the risks of technologies 
becoming obsolete, this approach 
appears limited (Greenberg, 2016). 
However, this approach reduces the 
regulator’s ability to address risks of 
specific sectors and implementation 
contexts, especially for concerning 
technologies with the potential to become 
systematically important. Likewise, 
sectoral regulation clarifies expectations 
for companies in specific fields (Deloitte, 
Center for Regulatory Strategy EMEA 
b&c). 

An example of relevant sectorial 
regulation for the hiring sector is the 
‘Local Law to amend the administrative 
code of the city of New York, concerning 
the sale of automated employment 
decision tools’ (The New York City 
Council, 2020). The bill would require 
companies to use automated decision 
tools in different parts of the hiring 
process, such as screening candidates 
and defining compensation, and to inform 
users that they are using this technology 
(Simonite, 2021a). Also, providers of 
these technologies would need to 
conduct a ‘bias-audit’ each year and 
inform users of the results (Simonite, 
2021b). Frida Polli, the CEO of Pymetrics, 
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whose technology would be regulated by 
the bill and that had an audit for fairness 
on its technology, considers the bill 
‘moderate, but in a powerful way’ 
(Simonite, 2021c).  

Adopting a standard for artificial 
intelligence is an opportunity to promote 
innovation while ensuring the promotion 
of best practices and a cultural change in 
the technologies’ ecosystem. Standard 
based regulatory regimes are more 
adaptable to technological and social 
change than regulations since it is 
possible to rework them to address new 
risks without an extensive process of 
public consultation (Quest & Charrie, 
2019b). A standard is an asset to turn the 
principles Colombia adopted in the 
‘Ethical Framework for Artificial 
Intelligence in Colombia’ as well as the 
OECD principles, to which Colombia has 
adhered, into best practices (Colombia - 
Presidential Advisory for Economic Affairs 
and Digital Transformation, 2020). A 
standard is also a tool to promote the 
adoption and spread of best practices in 
artificial intelligence, as they have done in 
the past with environmental sustainability 
and quality management (Cihon, 2019a). 
A standard reinforces transparency and 
helps to overcome black boxes in 
technology and in the incentives that 
stakeholders provide to develop and 
implement AI, as the certification 
parameters are established (K 
Governance & Media Lab, Berkman Klein 
Center, 2017b). Adopting a standard is 
also an opportunity to promote a cultural 
change in the digital field. As 
organizations commit to adopting a 
standard with certain practices, other 
actors in the ecosystem are expected to 
follow these good practices as well. 

Concerning the content of the standard, it 
is important to focus on the procedure 
instead of on the substance of 
technology, to evaluate the impacts of the 
technology and to ensure a sustainability 
certification. The first characteristic of the 

standard should be to take a procedural 
approach instead of a prescriptive and 
substantial one. A prescriptive and 
substantial approach is rigid and 
constrained to certain uses (Gomes de 
Andrade & Kontschieder, 2021b). The 
procedural approach in the case of 
Colombia should be a step-by-step 
assessment of the risks of the technology 
and following up the technology’s 
evolution. The second characteristic for 
the standard is prioritizing the effects of 
the technology instead of the technology 
itself. Third, as sustainability is a pressing 
challenge for the implementation of AI, 
the standard should seek to ensure the 
technologies’ social and environmental 
sustainability (Gupta, Lanteigne & 
Kingsley, 2020b). A multi-stakeholder, co-
designed, and inclusive approach to 
create the standard is essential to ensure 
the social license and trust in the 
governments and companies developing 
and implementing the products and 
services. For instance, the New Zealand 
nationwide discussion to shape its 
domestic position on artificial intelligence 
included indigenous people, which is 
essential in respecting diversity and 
avoiding domestic digital divides 
(Madzou, Costignan & McDonald, 2020). 
An alternative to ensure social and 
environmental sustainability is to adopt 
the LEEDesque certificate for products 
and services by evaluating their social 
and environmental impacts (Gupta, 
Lanteigne & Kingsley, 2020c). This 
certification is a sign that consumers can 
use as evidence that companies take 
their social and environmental duties 
seriously. The certification process relies 
on an independent third party that 
certifies that the product or service meets 
the requirements. 

Opportunities to create a regional 
standard 

It is also pertinent for Colombia to help 
develop a standard that can be applied 
throughout Latin America. Latin American 
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countries should cooperate to address AI 
risks and a regional standard becomes an 
alternative for that purpose. While similar 
fiscal and development postures do not 
justify a need for cooperation, similar 
social challenges that exacerbate the 
risks of AI represent a significant 
incentive for cooperation. Insufficient 
digital education is a cross-cutting issue 
in Latin America; less than 50% of 
students in the region have access to an 
educational software (Solórzano, 2020). 
As previously stated, insufficient 
education increases the individuals’ 
vulnerability to false information. High 
inequality is also a risk present 
throughout the region: the average Gini 
coefficient of Mexico, Costa Rica, 
Dominican Republic, Trinidad and 
Tobago, Colombia, Ecuador, Peru, Brazil, 
Paraguay, Uruguay, Argentina, and Chile 
is 46 percent, positioning the region as 
one of the most unequal in the world 
(Gomez, Del Pozo, Martinez & Martín, 
2020). Concerning access to connectivity, 
70% of the population of these 12 
countries has access to internet (IDB, 
2020). As it was stated previously, the 
arrival of AI to an environment with 
significant inequalities, such as that of 
Latin America, poses a risk of increase in 
inequalities. Furthermore, there is a 
general concern in the region about the 
risks of AI concerning personal data 
privacy and security, system reliability, 
and safety and transparency (IDB, 2020). 

The objective number 28 of the United 
Nations Economic Commission for Latin 
America and the Caribbean’s digital 
agenda is to ‘promote digital regulatory 
coherence at the regional level, especially 
in the areas of data protection, 
cybersecurity, ecommerce, and online 
consumer protection’ (eLAC, 2020). The 
AI standard is a potential starting point to 
implement the digital agenda and to 
insure regulatory coherence throughout 
the region, especially regarding a cross-
boundary technology. Furthermore, a 
standard is ‘a guide for behavior’ and 

therefore it is an asset to ensure 
accountability in the use of AI without 
being binding, which in turn allows 
countries to adopt diverse policy 
approaches oriented towards their 
specific priorities, among the framework 
of the standard (Cihon, 2019, pp11). Also, 
although the effects of implementations of 
AI remain unknown, adopting a standard 
provides a framework large enough for 
each country to adopt specific regulations 
as the effects of technology become 
evident. Colombia, which has a clear 
smart regulation approach and has taken 
part in international forums discussing 
topics of how to address the risks of 
artificial intelligence, has the assets to 
support other countries in adopting and 
implementing smart regulation as well. 
Cooperation is also an asset for 
developing countries to increase their 
weight in the geopolitical landscape to 
address the risks of exclusion and power 
imbalances. 

Conclusion 

Developing countries need to address the 
specific risks that artificial intelligence 
implementations pose for them: 
disinformation and increases in 
inequalities and human rights violations, 
mainly in the form of fake news and AI 
driven credit rating systems. However, 
traditional regulation and self-regulation 
are not viable alternatives due to the 
nature of these technologies and to the 
challenges, constraints and 
circumstances that developing countries 
face when seeking to regulate them. 
Colombia adopted an alternative path 
through smart regulation to overcome this 
impasse. Its model seeks to balance 
economic development with user 
protection, and it uses regulatory 
sandboxes and beaches to overcome 
opaqueness and permanent evolution 
issues. Colombia also has the potential to 
deepen smart regulation by implementing 
policy prototyping and by developing an 
AI standard. Therefore, the Colombian 
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case illustrates how developing countries 
can adopt new approaches that actively 
address the risks of implementing artificial 
intelligence without engaging in 
constraining regulation. COVID-19 has 
highlighted the importance of regulating 
AI and the need for international 
cooperation among emerging economies, 
and, therefore, it is an opportunity for 
developing countries to cooperate around 
smart regulation approaches and 
adopting an artificial intelligence 
standard.  
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